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Abstract. We present a framework for requirement-driven test-case generation from specifications of synchronous reactive systems. We propose requirement interfaces as the formal specification model. Contract specifications of individual requirements are naturally combined by the conjunction operation. The conjunction of two requirement interfaces has the property that it subsumes all behaviors of the individual interfaces. We exploit this property to generate test cases incrementally. We use a small set of related requirements to drive test-case generation, thus avoiding the explosion of the state space to explore. In addition to test-case generation, we also provide a procedure for incremental consistency checking of the requirements.

Our requirement-driven approach has several advantages: (1) both consistency checking and test case generation are incremental and thus more efficient; (2) test cases are naturally related to requirements, hence enabling easier traceability; and (3) fail verdicts in a test case can be mapped to violated requirements. We implemented a prototype using the SMT-solver Z3.

1 Introduction

Modern software and hardware systems are becoming increasingly complex, resulting in new design challenges. For safety-critical applications, correctness evidence for designed systems must be presented to the regulatory bodies (see for example the automotive standard ISO 26262 [1]). It follows that verification and validation techniques must be used to provide evidence that the designed system meets its requirements. Testing remains the most common practice in industry for gaining confidence in the design correctness. In classical testing, an engineer designs a test experiment, i.e. an input vector that is executed on the system-under-test (SUT) in order to check whether it satisfies its requirements. Due to the finite number of experiments, testing cannot prove the absence of errors. However, it is an effective technique for catching bugs. Testing remains a predominantly manual and ad-hoc activity that is prone to human errors. As a result, it often remains the main bottleneck in the complex system design.

Model-based testing is a popular technology that enables systematic and automatic test case generation and execution, thus reducing system design time and cost. In model-based testing, the SUT is tested for conformance against its specification, a mathematical model of the SUT. In contrast to the specification, which is a formal object, the SUT is a physical implementation with unknown internal structure, also called a “black-box”. The SUT can be accessed by the tester only through its external interface. In order to reason about the conformance of the SUT to its specification, one needs to use the testing assumption [26], stating that the SUT can react at all times to all inputs and can be modeled in the same language as its specification.
The formal model of the SUT is derived from its informal requirements. The process of formulating, documenting and maintaining system requirements is called requirement engineering. Requirements are typically written in a textual form, using possibly constrained English, and are gathered in a requirements document. The requirements document is structured into chapters describing various views (aspects) of the system. For instance, a requirement document can have different chapters for the behavioral, timing and safety views of the system. Intuitively, a system must correctly implement all requirements. Hence, a requirement document can be naturally seen as the conjunction of all its requirements. Sometimes, requirements can have conflicts, resulting in a specification that does not admit any correct implementation. Requirement validation consists in checking that the documented requirements are consistent.

In this paper, we propose a requirement-driven framework for model-based testing of synchronous data-flow reactive systems. In contrast to classical model-based testing, in which the formalization of the requirements document usually results in a single monolithic specification, we exploit the structure of the requirements and adopt a multiple viewpoint approach to modeling.

As a first contribution, we introduce requirement interfaces as the formalism for modeling system views as subsets of requirements. It is a state-transition formalism that supports the specification of open reactive systems communicating via shared variables. A requirement interface consists of a set of contracts. A contract is a rule that defines an assumption about the external environment of the interface, and a guarantee that the system must satisfy if the assumption is met. We associate subsets of contracts to requirement identifiers, which are extracted from requirement documents. This enables associating the formal model to the informal requirements from which the specification is derived.

A requirement interface is intended to model a specific view of the SUT. We define the conjunction of requirement interfaces as the operator that enables combining different views of the SUT. Intuitively, a conjunction of two requirement interfaces is another requirement interface that subsumes all the behaviors of both interfaces. We assume that the overall specification of the SUT is given as a conjunction of requirement interfaces modeling its different views.

We then formally define consistency for requirement interfaces and develop a bounded consistency checking procedure. In addition, we show that falsifying consistency is compositional with respect to conjunction – the conjunction of an inconsistent interface with any other interface remains inconsistent.

Next, we develop a requirement-driven test case generation and execution procedure from requirement interfaces, with language inclusion as the refinement (conformance) relation. We present a procedure for test case generation from a specific SUT view, derived from the requirement interface that models the view and a test purpose. The procedure is based on bounded reachability analysis of the view model. Such a test case can be used directly to detect if the implementation by the SUT violates the view model, but cannot detect violation of other modeled views. However, we show that falsification by testing is
compositional with respect to conjunction – a test case that detects violation of the view implies the violation of the overall specification.

In addition, we present a procedure for extending a test case for a view to a test case for the full specification. The test case generated from a view model is extended by adding the constraints defined by the other view models in the conjunction. The extended test case drives the SUT to the test purpose defined for a single view, but is also able to detect violation of any other view.

We develop tracing procedures that exploit natural mapping between informal requirements and formal models in our requirement interfaces. For inconsistent interfaces, we compute the minimal set of requirements that lead to inconsistency. Test cases generated from a view model are mapped to requirements from which the view model is derived. Finally, we compute the set of requirements that are violated upon getting a fail verdict when executing a test case. We believe that these tracing information provide precious maintainance and debugging information to the engineers.

Requirement interfaces are inspired by synchronous interfaces [9], although there is a number of differences. Requirement identifiers that allow relating formal models to the informal requirements are integral part of the formal model of the requirement interfaces. In contrast to synchronous interfaces, requirement interfaces allow modeling hidden in addition to interface (input/output) variables. Although the model allows under-specification of inputs, we complete the underlying semantics. Hence, we adopt language inclusion refinement relation instead of alternating simulation used in [9]. The conjunction operation, introduced in [14] as shared refinement, and used in [6] for requirement engineering, is studied in this paper in the context of model-based testing for the first time, to the best of our knowledge.

2 Requirement Interfaces

We introduce requirement interfaces, a formalism for specification of synchronous data-flow systems. Their semantics is given in form of labeled transition systems (LTS). We define consistent interfaces as the ones that admit at least one correct implementation. The refinement relation between interfaces is given as language inclusion. Finally, we define the conjunction of requirement interfaces as another interface that subsumes all behaviors of both interfaces.

2.1 Syntax

Let $X$ be a set of typed variables. The valuation $v$ over $X$ is a function that assigns to each $x \in X$ a value $v(x)$ of the appropriate type. We denote by $V(X)$ the set of all valuations over $X$. We denote by $X' = \{ x' \mid x \in X \}$ the set obtained by priming each variable in $X$. Given a valuation $v \in V(X)$ and a predicate $\varphi$ on $X$, we denote by $v \models \varphi$ the fact that $\varphi$ is satisfied under the variable valuation $v$. Given two valuations $v, v' \in V(X)$ and a predicate $\varphi$ on $X \cup X'$, we denote
by \( (v, v') \models \varphi \) the fact that \( \varphi \) is satisfied by the valuation that assigns to \( x \in X \) the value \( v(x) \), and to \( x' \in X' \) the value \( v'(x') \).

Given a subset \( Y \subseteq X \) of variables and a valuation \( v \in V(X) \), we denote by \( \pi(v)[Y] \), the projection of \( v \) to \( Y \). We will commonly use the symbol \( w_Y \) to denote a valuation projected to the subset \( Y \subseteq X \). Given the sets \( X, Y_1 \subseteq X \), \( Y_2 \subseteq X \), \( w_1 \in V(Y_1) \) and \( w_2 \in V(Y_2) \), we denote by \( w = w_1 \cup w_2 \) the valuation \( w \in V(Y_1 \cup Y_2) \) such that \( \pi(w)[Y_1] = w_1 \) and \( \pi(w)[Y_2] = w_2 \).

Given a set \( X \) of variables, we denote by \( X_I \), \( X_O \) and \( X_H \) three disjoint partitions of \( X \) denoting sets of input, output and hidden variables, such that \( X = X_I \cup X_O \cup X_H \). We denote by \( X_{obs} = X_I \cup X_O \) the set of observable variables and by \( X_{ctr} = X_H \cup X_O \) the set of controllable variables\(^1\). A contract \( c \) on \( X \cup X' \), denoted by \( (\varphi, \psi) \), is a pair consisting of an assumption predicate \( \varphi \) on \( X_I \cup X \) and a guarantee predicate \( \psi \) on \( X_O \cup X' \). A contract \( \hat{c} = (\hat{\varphi}, \hat{\psi}) \) is said to be initial if \( \hat{\varphi} \) and \( \hat{\psi} \) are predicates on \( X_I \) and \( X_{ctr} \), respectively. Given two valuations \( v, v' \in V(X) \) and a contract \( c = (\varphi, \psi) \) over \( X \cup X' \), we say that \( (v, v') \) satisfies \( c \), denoted by \( (v, v') \models c \), if \( (v, \pi(v')[X_I]) \models \varphi \rightarrow (v, \pi(v')[X_{ctr}]) \models \psi \). In addition, we say that \( (v, v') \) satisfies the assumption of \( c \), denoted by \( (v, v') \models a c \) if \( (v, \pi(v')[X_I]) \models \varphi \). The valuation pair \( (v, v') \) satisfies the guarantee of \( c \), denoted by \( (v, v') \models G c \), if \( (v, \pi(v')[X_{ctr}]) \models \psi \).\(^2\)

**Definition 1 (Requirement interfaces).** A requirement interface \( A \) is a tuple \( \langle X_I, X_O, X_H, \hat{C}, \hat{C}, R, \hat{\rho} \rangle \), where

\(- X_I, X_O \) and \( X_H \) are disjoint finite sets of input, output and hidden variables, respectively, and \( X = X_I \cup X_O \cup X_H \) denotes the set of all variables;
\(- \hat{C} \) and \( \hat{C} \) are finite non-empty sets of initial and update contracts;
\(- R \) is a finite set of requirement identifiers;
\(- \hat{\rho} : R \rightarrow P(C \cup \hat{C}) \) is a function mapping requirement identifiers to subsets of contracts, such that \( \bigcup_{r \in R} \rho(r) = C \cup \hat{C} \).

We say that a requirement interface is receptive if in any state it has defined behaviors for all inputs, that is \( \bigvee_{(\hat{\varphi}, \hat{\psi}) \in \hat{C}} \hat{\varphi} \) and \( \bigvee_{(\varphi, \psi) \in C} \varphi \) are both valid. A requirement interface is fully-observable if \( X_H = \emptyset \). A requirement interface is deterministic if for all \( (\hat{\varphi}, \hat{\psi}) \in \hat{C} \), \( \hat{\psi} \) has the form \( \bigwedge_{x \in X_O} x' = c \), where \( c \) is a constant of the appropriate type, and for all \( (\varphi, \psi) \in C \), \( \psi \) has the form \( \bigwedge_{x \in X_{ctr}} x' = f(X) \), where \( f \) is a function over \( X \) that has the same type as \( x \).

**Example 1.** We use the \( N \)-bounded FIFO buffer example to illustrate all the concepts introduced in the paper. Let \( A^{beh} \) be the behavioral model of the buffer. The buffer has two Boolean input variables \( \text{enq}, \text{deq} \), i.e. \( X^\text{beh}_I = \{ \text{enq}, \text{deq} \} \), two Boolean output variables \( E, F \), i.e. \( X^\text{beh}_O = \{ E, F \} \) and a bounded integer internal variable \( k \in [0 : N] \) for some \( N \in \mathbb{N} \), i.e. \( X^\text{beh}_H = \{ k \} \). The textual requirements are listed below:

\(^1\) We adopt SUT-centric conventions to naming the roles of variable.
\(^2\) We sometimes use the direct notation \( (v, w) \models c \) and \( (v, w_{ctr}) \models c \), where \( w_I \in V(X_I) \) and \( w_{ctr} \in V(X_{ctr}) \).
We formally define the LTS $L$ as follows:

**Definition 2 (Semantics).**

Given a requirement interface $A$ defined over $X$, let $V = V(X) \cup \{\bar{\cdot}\}$ denote the set of states in $A$, where a state $v$ is a valuation $v \in V(X)$ or the initial state $\bar{\cdot} \not\in V(X)$. There is a transition between two states $v$ and $v'$ if $(v, v')$ satisfies all its contracts. The transitions are labeled by the (possibly empty) set of labels $L$. The buffer is empty and the inputs are ignored in the initial state.

We use the notation $c_0 : \text{true} \vdash (k' = 0) \land E' \land \neg F'$ for some $c \in C$. The buffer is empty and the inputs are ignored in the initial state.

We say that $v, v' \in V$ are terminal if $v' = \bar{\cdot}$.

The buffer is empty and the inputs are ignored in the initial state.

**2.2 Semantics**

Given a requirement interface $A$ defined over $X$, let $V = V(X) \cup \{\bar{\cdot}\}$ denote the set of states in $A$, where a state $v$ is a valuation $v \in V(X)$ or the initial state $\bar{\cdot} \not\in V(X)$. There is a transition between two states $v$ and $v'$ if $(v, v')$ satisfies its contracts. The transitions are labeled by the (possibly empty) set of labels $L$. The buffer is empty and the inputs are ignored in the initial state.

The buffer is empty and the inputs are ignored in the initial state.

We use the notation $c_0 : \text{true} \vdash (k' = 0) \land E' \land \neg F'$ for some $c \in C$. The buffer is empty and the inputs are ignored in the initial state.

The buffer is empty and the inputs are ignored in the initial state.

**2.2 Semantics**

Given a requirement interface $A$ defined over $X$, let $V = V(X) \cup \{\bar{\cdot}\}$ denote the set of states in $A$, where a state $v$ is a valuation $v \in V(X)$ or the initial state $\bar{\cdot} \not\in V(X)$. There is a transition between two states $v$ and $v'$ if $(v, v')$ satisfies its contracts. The transitions are labeled by the (possibly empty) set of labels $L$. The buffer is empty and the inputs are ignored in the initial state.

**Definition 2 (Semantics).** The semantics of the requirement interface $A$ is the LTS $[A] = (V, \bar{\cdot}, L, T)$, where $V$ is the set of states, $\bar{\cdot}$ is the initial state, $L = \mathcal{P}(R)$ is the set of labels and $T \subseteq V \times L \times V$ is the transition relation, such that:

- $(v, R, v) \in T$ if $v \in V(X)$, $\land_{c \in C} (\bar{\cdot}, v) \models \bar{\cdot}$ and $R = \{ r \mid (v, v) \models_A \bar{\cdot} \}$
- $(v, R, v') \in T$ if $v, v' \in V(X)$, $\land_{c \in C} (v, v') \models c$ and $R = \{ r \mid (v, v') \models_A \bar{\cdot} \}$

We say that $\tau = v_0 \xrightarrow{R_1} v_1 \xrightarrow{R_2} \cdots \xrightarrow{R_n} v_n$ is an execution of the requirements interface $A$ if $v_0 = \bar{\cdot}$ and for all $1 \leq i \leq n - 1$, $(v_i, R_{i+1}, v_{i+1}) \in T$. In addition, we use the following notation: (1) $v \xrightarrow{R} v'$ iff $\exists v' \in V(X)$ s.t. $v \xrightarrow{R} v'$; (2) $v \rightarrow v'$ iff $\exists R \in L$ s.t. $v \xrightarrow{R} v'$; (3) $v \rightarrow v'$ iff $\exists v' \in V(X)$ s.t. $v \rightarrow v'$; (4) $v \xrightarrow{R} v'$ iff $v = v'$; (5) $\pi(v')[Y] = w$ and $v \rightarrow v'$; (6) $v \xrightarrow{R} v'$ iff $\exists v' \in V(X)$ s.t. $\pi(v')[Y] = w$ and $v \rightarrow v'$; (7) $v \xrightarrow{R_1 \cdots R_n} v'$ iff $\exists v_1, \ldots, v_{n-1}, v_n$ s.t. $v \xrightarrow{R_1} v_1 \xrightarrow{R_2} \cdots \xrightarrow{R_n} v_n$ and (8) $v \xrightarrow{R_1 \cdots R_n} v'$. We use the notation $\varphi \vdash \psi$ to denote the ($\varphi, \psi$) assumption/guarantee pair.
Fig. 1. Labelled transition graph \([\mathcal{A}^{\beh}]\) illustrating the semantics of the bounded FIFO specification \(\mathcal{A}^{\beh}\), where \(N = 2\).

We say that a sequence \(\sigma \in V(X_{\text{obs}})^*\) is a trace of \(\mathcal{A}\) if \(\hat{v} \Rightarrow \sigma\). We denote by \(L(A)\) the set of all traces of \(A\). Given a trace \(\sigma\) of \(A\), let \(A \text{ after } \sigma = \{v | \hat{v} \Rightarrow v\}\) be the set of successors of \(v\).

Example 2. Figure 1 shows the LTS \([\mathcal{A}^{\beh}]\) of \(\mathcal{A}^{\beh}\). For instance, \(\hat{v} \overset{r_0}{\rightarrow} v_0 \overset{r_{1,3,4}}{\rightarrow} v_6\) is an execution\(^4\) in \([\mathcal{A}]\) and the trace corresponding to the above execution is \((\neg\text{enq}, \neg\text{deq}, E, \neg F)\), \((\text{enq}, \neg\text{deq}, \neg E, \neg F)\), \((\text{enq}, \text{deq}, \neg E, \neg F)\).

2.3 Consistency, Refinement and Conjunction

A requirement interface consists of a set of contracts, which can be conflicting. Such an interface does not allow any correct implementation. We say that a requirement interface is consistent if it allows at least one correct implementation.

Definition 3 (Consistency). Let \(A\) be a requirement interface, \([A]\) its associated LTS, \(v \in V\) a state and \(C = \hat{C}\) if \(v\) is initial, and \(C\) otherwise. We say that a state \(v \in V\) is consistent, denoted by \(\text{cons}(v)\), if for all \(w_I \in V(X_I)\), there

\(^4\) We use the notation \(r_{1,2,3}\) to denote the set \(\{r_1, r_2, r_3\}\).
exists \( v' \) such that \( w_1 = \pi(v')[X_1], \bigwedge_{c \in C}(v, v') \models c \) and \( \text{cons}(v') \). We say that \( A \) is consistent if \( \text{cons}(v) \).

**Example 3.** \( A^\text{beh} \) is consistent, since every reachable state accepts every input valuation and generates an output valuation satisfying all contracts. Consider now replacing \( c_2 \) in \( A^\text{beh} \) with the contract

\[
c'_2 : \neg\text{enq}' \land \text{deq}' \land k \geq 0 \lor k' = k - 1,
\]

which incorrectly models \( r_2 \) and decreases the counter \( k \) upon \( \text{deq} \) even when the buffer is empty, setting it to the value minus one. This causes an inconsistency with the contracts \( c_3 \) and \( c_5 \), that state that if \( k \) equals zero the buffer is empty, and that dequeue on an empty buffer has no effect on \( k \).

We define the **refinement** relation between two requirement interfaces \( A^1 \) and \( A^2 \), denoted by \( A^2 \preceq A^1 \), as the **trace inclusion**.

**Definition 4.** Let \( A^1 \) and \( A^2 \) be two requirement interfaces. We say that \( A^2 \) refines \( A^1 \), denoted by \( A^2 \preceq A^1 \), if (1) \( A^1 \) and \( A^2 \) have the same sets \( X_I \), \( X_O \) and \( X_H \) of variables; and (2) \( L(A^1) \subseteq L(A^2) \).

We use a requirement interface to model a view of a system. Multiple views are combined by **conjunction.** Conjunction of two requirement interfaces is another requirement interface that is either inconsistent due to a conflict between views, or is the greatest lower bound with respect to the refinement relation. The conjunction of \( A^1 \) and \( A^2 \), denoted by \( A^1 \land A^2 \), is defined if the two interfaces share the same sets \( X_I \), \( X_O \) and \( X_H \) of variables.

**Definition 5 (Conjunction).** Let \( A^1 = (X_I, X_H, X_O, \hat{C}^1, C^1, \hat{R}^1, \rho^1) \) and \( A^2 = (X_I, X_H, X_O, \hat{C}^2, C^2, \hat{R}^2, \rho^2) \) be two requirement interfaces. Their conjunction \( A = A^1 \land A^2 \) is the requirement interface \( (X_I, X_H, X_O, C, \hat{R}, \rho) \), where

- \( \hat{C} = \hat{C}^1 \cup \hat{C}^2 \) and \( C = C^1 \cup C^2 \);
- \( \hat{R} = \hat{R}^1 \cup \hat{R}^2 \); and
- \( \rho(r) = \rho^1(r) \) if \( r \in \rho^1 \) and \( \rho(r) = \rho^2(r) \) otherwise.

**Remark:** For refinement and conjunction, we require the two interfaces to share the same alphabet. This additional condition is used to simplify definitions. It does not restrict the modeling – arbitrary interfaces can have their alphabets *equalized* without changing their properties by taking union of respective input, output and hidden variables. Contracts in the transformed interfaces do not constrain newly introduced variables. For requirement interfaces \( A^1 \) and \( A^2 \), alphabet equalization is defined if \((X_I^1 \cup X_I^2) \cap (X^1 \cup X^2_{\text{ctr}}) = (X^1_\hat{H} \cup X^2_\hat{H}) \cap (X^1_H \cup X^2_H) = \emptyset \). Otherwise, \( A_1 \not\preceq A_2 \) and vice versa, and \( A^1 \land A^2 \) is not defined.

**Example 4.** We now consider the power consumption view of the bounded FIFO buffer. Its model \( A^{\text{pc}} \) has the Boolean input variables \( \text{enq} \) and \( \text{deq} \) and a bounded integer output variable \( \text{pc} \). The following textual requirements specify \( A^{\text{pc}} \):
The power consumption equals zero when no enq/deq is requested.

The power consumption is bounded to 2 units otherwise.

The interface $A^{pc}$ consists of $C^{pc} = \{c_a, c_b\}$, $R^{pc} = \{r_i \mid i \in \{a, b\}\}$ and $\rho(r_i) = \{c_i\}$, where:

- $c_a : \neg \text{enq} \wedge \neg \text{deq} \Downarrow \text{pc'} = 0$
- $c_b : \text{enq} \lor \text{deq} \Downarrow \text{pc'} \leq 2$

The conjunction $A^{buffer} = A^{beh} \wedge A^{pc}$ is the requirement interface such that $X^{buffer} = \{\text{enq}, \text{deq}\}$, $X^{buffer} = \{\text{E, F, pc}\}$ and $X^{buffer} = \{k\}$, $C^{buffer} = \{c_0, c_a, c_b\}$, $C^{buffer} = \{c_1, c_2, c_3, c_4, c_5\}$, $C^{buffer} = \{c_a, c_b\}$, $R^{pc} = \{r_i \mid i \in \{a, b, 0, 1, 2, 3, 4, 5\}\}$ and $\rho(r_i) = \{c_i\}$.

The conjunction of two requirement interfaces with the same alphabet is the intersection of their traces.

**Theorem 1.** Let $A^1$ and $A^2$ be two consistent requirement interfaces defined over the same alphabet. Then either $A^1 \wedge A^2$ is inconsistent, or $L(A^1 \wedge A^2) = L(A^1) \cap L(A^2)$.

We now show some properties of requirement interfaces.

The conjunction of two requirement interfaces with the same alphabet is either inconsistent, or it is the greatest lower bound with respect to refinement.

**Theorem 2.** Let $A^1$ and $A^2$ be two consistent requirement interfaces defined over the same alphabet such that $A^1$ is consistent. Then $A^1 \wedge A^2 \preceq A^1$ and $A^1 \wedge A^2 \preceq A^2$, and for all consistent requirement interfaces $A$, if $A \preceq A^1$ and $A \preceq A^2$, then $A \preceq A^1 \wedge A^2$.

The following theorem states that the conjunction of an inconsistent requirement interface with any other interface remains inconsistent. This result enables incremental detection of inconsistent specifications.

**Theorem 3.** Let $A$ be an inconsistent requirement interface. Then for all consistent requirement interfaces $A'$ with the same alphabet as $A$, $A \wedge A'$ is also inconsistent.

### 3 Consistency Checking, Testing and Tracing

In this section, we present our consistency checking, test case generation and execution framework and instantiate it with bounded model checking techniques. In this section, we assume that all variables range over finite domains. This restriction can be lifted by considering richer data domains in addition to theories that have decidable quantifier elimination, such as linear arithmetic over reals.
3.1 Bounded Consistency Checking

In order to do $k$-bounded consistency checking of a requirement interface $A$, we
unfold the transition relation of $A$ in $k$ steps, and encode the definition of consistency
in a straight-forward manner. The transition relation of an interface is the
conjunction of its contracts, where a contract is represented as an implication
between its assumption and guarantee predicates. Let $\hat{\theta} = \bigwedge_{(\hat{\phi}, \hat{\psi}) \in C} \hat{\phi} \rightarrow \hat{\psi}$ and
$\theta = \bigwedge_{(\phi, \psi) \in C} \phi \rightarrow \psi$. Then, the $k$-bounded consistency check for $A$ corresponds
to checking the satisfiability of the formula

$$\forall X_0^k \exists X_{ctr}^k \forall X_0^k \exists X_{ctr}^k, \theta^0 \land \theta^1 \land \cdots \land \theta^k$$

where $\theta^0 = \hat{\theta}[X^i \setminus X^0]$ and $\theta^i = \theta[X^i \setminus X^i, X^i \setminus X^{i-1}]$ for $1 \leq i \leq k$.

3.2 Test Case Generation

A test case is an experiment executed on the SUT $I$ by the tester. We assume
that $I$ is a black-box that is only accessed via its observable interface. We assume
that $I$ can be modeled as an input-enabled, deterministic requirement interface.

Without loss of generality, we can represent $I$ as a total sequential function
$I : V(X_I) \times V(X_{obs})^* \rightarrow V(X_O)$. A test case $T_A$ for a requirement interface $A$
over $X$ takes a history of actual input/output observations $\sigma \in L(A)$ and returns
either the next input value to be executed or a verdict. Hence, a test case can be
represented as a partial function $T_A : L(A) \rightarrow V(X_I) \cup \{\text{pass}, \text{fail}\}$.

We first consider the problem of generating a test case from $A$. The test case
generation procedure is driven by a a test purpose. Informally, a test purpose is
the target set of states that the SUT is intended to reach during testing. We
choose the reachability test purpose\footnote{5} which is a formula $\Pi$ defined over $X_{obs}$.

Given a requirement interface $A$, let $\phi = \bigvee_{(\phi, \psi) \in C} \phi \land \bigwedge_{(\phi, \psi) \in C} \phi \rightarrow \psi$ and
$\phi = \bigvee_{(\phi, \psi) \in C} \phi \land \bigwedge_{(\phi, \psi) \in C} \phi \rightarrow \psi$. The predicates $\phi$ and $\phi$ encode the transition
relation of $A$, with the additional requirement that at least one assumption
must be satisfied, thus avoiding input vectors for which the test purpose can be
trivially reached due to under-specification. A test case for $A$ that can reach $\Pi$
is defined iff there exists a trace $\sigma = \sigma' \cdot w_{obs}$ in $L(A)$ such that $w_{obs} \models \Pi$. The
test purpose $\Pi$ can be reached in $A$ in at most $k$ steps if

$$\exists i, X^0, \ldots, X^k, i \leq n \land \phi^0 \land \ldots \land \phi^k \land \bigvee_{i \leq k} \Pi[X_{obs} \setminus X^i_{obs}],$$

where $\phi^0 = \phi[X^i \setminus X^0]$ and $\phi^i = \phi[X^i \setminus X^i, X^i \setminus X^{i-1}]$ represent the transition
relation of $A$ unfolded in $i$ steps.

Given $A$ and $\Pi$, assume that there exists a trace $\sigma$ in $L(A)$ that reaches $\Pi$.
Let $\sigma_I$ be $\pi(\sigma)[X_I] = w^0_I \cdot w^1_I \cdots w^n_I$. We first compute $\omega_{\sigma_I, A}$ (see Algorithm 1),
a formula\footnote{6} characterizing the set of output sequences that $A$ allows on input $\sigma_I$.

\footnote{5} Other test purposes can easily replace the reachability test purpose in our framework.

\footnote{6} The formula $\omega_{\sigma_I, A}$ can be seen as a monitor for $A$ under input $\sigma_I$.}
Algorithm 1 OutMonitor

Input: $\sigma_I = w^0_I \cdots w^n_I$, $A$
Output: $\omega^*$

1: $\omega^0_{\sigma_I,A} \leftarrow \emptyset[X^0_I \setminus X^0_{cli}]$
2: for $i = 1$ to $n$ do
3: $\omega^i_{\sigma_I,A} \leftarrow \emptyset[X^i_I \setminus X^0_I \cup X^i_{cli} \setminus X^0_{cli}]$
4: end for
5: $\omega^*_{\sigma_I,A} \leftarrow \omega^0_{\sigma_I,A} \land \cdots \land \omega^n_{\sigma_I,A}$
6: $\omega_{\sigma_I,A} \leftarrow \omega_{\sigma_I,A} \cup \{\|X^0_{\text{obs}}, X^1_{\text{obs}}, \ldots, X^n_{\text{obs}} \sigma^*, A\}$
7: return $\omega_{\sigma_I,A}$

Algorithm 2 $T_{\sigma_I,A}$

Input: $\sigma_I = w^0_I \cdots w^n_I$, $A$, $\sigma = w^0_{\text{obs}} \cdots w^n_{\text{obs}}$
Output: $V(X_I) \cup \{\text{pass}, \text{fail}\}$

1: $\omega_{\sigma_I,A} \leftarrow \emptyset[X^0_{\text{obs}} \setminus X_0]$
2: for $i = 0$ to $k$ do
3: $w^0 \leftarrow \pi(w^i_{\text{obs}})[X^i_O]$
4: end for
5: $\omega_{\sigma_I,A} \leftarrow \omega_{\sigma_I,A} \cup \{X^0_{\text{obs}}, X^1_{\text{obs}}, \ldots, X^k_{\text{obs}} \sigma^*, A\}$
6: if $\omega_{\sigma_I,A} = \text{true}$ then
7: return pass
8: else if $\omega_{\sigma_I,A} = \text{false}$ then
9: return fail
10: else
11: return $w^k_I$
12: end if

Let $\hat{\theta} = \bigwedge_{(\varphi, \psi) \in C} \varphi \rightarrow \psi$ and $\theta = \bigwedge_{(\varphi, \psi)} \varphi \rightarrow \psi$. For every step $i$, we represent by $\omega^i_{\sigma_I,A}$ the allowed behavior of $A$ constrained by $\sigma_I$ (Lines 1–4). The formula $\omega^*_{\sigma_I,A}$ (Line 5) describes the transition relation of $A$, unfolded to $n$ steps and constrained by $\sigma_I$. However, this formula refers to the hidden variables of $A$ and cannot be directly used to characterize the set of output sequences allowed by $A$ under $\sigma_I$. Since any implementation of hidden variables that preserves correctness of the outputs is acceptable, it suffices to existentially quantify over hidden variables in $\omega^*_{\sigma_I,A}$. After eliminating the existential quantifiers with strategy $\text{qe}$, we obtain a simplified formula $\omega_{\sigma_I,A}$ over output variables only (Line 6).

Let $T_{\sigma_I,A}$ be a test case, parameterized by the input sequence $\sigma_I$ and the requirement interface $A$ from which it was generated. It is a partial function, where $T_{\sigma_I,A}(\sigma)$ is defined if $|\sigma| \leq |\sigma_I|$ and for all $0 \leq i \leq |\sigma|$, $w^i_I = \pi(w^i_{\text{obs}})[X^i_I]$, where $\sigma_I = w^0_I \cdots w^n_I$ and $\sigma = w^0_{\text{obs}} \cdots w^n_{\text{obs}}$.

Algorithm 2 gives a constructive definition of the test case $T_{\sigma_I,A}$.

So far, we considered test case generation for a flat requirement interface $A$. We now describe how test cases can be incrementally generated when the interface $A$ consists of multiple views\(^7\), i.e. $A = A^1 \land A^2$. Let $\Pi$ be a test purpose for the view modeled with $A_1$. We first check whether $\Pi$ can be reached in $A^1$, which is a simpler check than doing it on the conjunction $A^1 \land A^2$. If $\Pi$ can be reached, we fix the input sequence $\sigma_I$ that drives $A^1$ to $\Pi$. Instead of creating the test case $T_{\sigma_I,A^1}$, we generate $T_{\sigma_I,A^1 \land A^2}$, which keeps $\sigma_I$ as the input sequence, but collects output guarantees of $A^1$ and $A^2$. Such a test case drives the SUT towards the test purpose in the view modeled by $A^1$, but is able to detect possible violations of both $A^1$ and $A^2$.

**Test case generation for fully observable and deterministic interfaces:** test case generation for fully observable interfaces is simpler than the general case, because there is no need for the quantifier elimination, due to the absence

---

\(^7\) We consider two views for the sake of simplicity.
of hidden variables in the model. A test case from a deterministic interface is even simpler as it is a direct mapping from the observable trace that reaches the test purpose – there is no need to collect constraints on the output since the deterministic interface does not admit any freedom to the implementation on the choice of output valuations.

3.3 Test Case Execution

Let $A$ be a requirement interface, $I$ a SUT with the same set of variables as $A$, and $T_{σ_1,A}$ a test case generated from $A$. Algorithm 3 defines the test case execution procedure $\text{TestExec}$ which takes as input $I$ and $T_{σ_1,A}$ and outputs a verdict $\text{pass}$ or $\text{fail}$. $\text{TestExec}$ gets the next test input $\text{in}$ from the given test case $T_{σ_1,A}$ (lines 4, 8), stimulates at every step the SUT $I$ with this input and waits for an output $\text{out}$ (line 6). The new inputs/outputs observed are stored in $σ$ (line 7), which is given as input to $T_{σ_1,A}$. The test case monitors if the observed output is correct with respect to $A$. The procedure continues until a $\text{pass}$ or $\text{fail}$ verdict is reached (line 5). Finally, the verdict is returned (line 10).

Proposition 1. Let $A$, $T_{σ_1,A}$ and $I$ be arbitrary requirement interface, test case generated from $A$ and implementation, respectively. Then, we have that:

1. if $I \preceq A$, then $\text{TestExec}(I,T_{σ_1,A}) = \text{pass}$; and
2. if $\text{TestExec}(I,T_{σ_1,A}) = \text{fail}$, then $I \not\preceq A$.

Proposition 1 immediately holds for test cases generated incrementally from a requirement interface of the form $A = A^1 \land A^2$. In addition, we notice that a test case $T_{σ_1,A^1}$, generated from a single view $A^1$ of $A$ does not need to be extended to be useful, and can be used to incrementally show that a SUT does not conform to its specification. We state the property in the following corollary, which follows directly from Proposition 1 and Theorem 2.

Corollary 1. Let $A = A^1 \land A^2$ be an arbitrary requirement interface, $I$ an arbitrary implementation and $T_{σ_1,A^1}$ an arbitrary test case generated from $A^1$. Then, if $\text{TestExec}(I,T_{σ_1,A^1}) = \text{fail}$, then $I \not\preceq A^1 \land A^2$.

3.4 Traceability

Making requirement identifiers first class elements in requirement interfaces facilitates traceability between informal requirements, views and test cases. Consider a specification of the form $A = A^1 \land \ldots \land A^n$. A test case generated from an interface $A^i$ is naturally mapped to its associated set of requirements $R^i$. 

Algorithm 3 TestExec

**Input:** $I$, $T_{σ_1,A}$
**Output:** $\{\text{pass}, \text{fail}\}$

1: $\text{in} \leftarrow V(X_I) \cup \{\text{pass}, \text{fail}\}$
2: $\text{out} \leftarrow V(X_O)$
3: $σ \leftarrow \epsilon$
4: $\text{in} \leftarrow T_{σ_1,A}(I,σ)$
5: while $\text{in} \not\in \{\text{pass}, \text{fail}\}$ do
6: $\text{out} \leftarrow I(\text{in},σ)$
7: $σ \leftarrow σ \cdot (\text{in} \cup \text{out})$
8: $\text{in} \leftarrow T_{σ_1,A}(I,σ)$
9: end while
10: return $\text{in}$
Algorithm 4  Tracing possibly violated requirements.

Input:  Trace $T = < w_0^I, w_0^O, ..., w_d^I, w_d^O >$, $A = (X_I, X_O, X_H, \hat{C}, C, \rho, \rho)$  
Output:  $r \subseteq R$  

1: $r \leftarrow \{ r_i | \exists (\hat{\varphi}, \hat{\psi}) \in \hat{C}. \hat{\varphi}[X_I \backslash w_0^I] \land (\hat{\varphi}, \hat{\psi}) \in \rho(r_i) \}$; $t \leftarrow \emptyset[X_I \backslash w_0^I, X_H \backslash X_0^0, X_H \backslash X_0^0]$  
2: for $k \in \{1..d\}$ do  
3: $t \leftarrow t \land \varphi[X_I \backslash w_k^{k-1}, X_I \backslash w_k^k, X_H \backslash X_H^{k-1}, X_H \backslash X_H^k, X_O \backslash w_k^{k-1}, X_O \backslash w_k^k]$  
4: end for  
5: for $k \in \{1..d\}$ do  
6: for all $(\varphi, \psi) \in C$ do  
7: if $\exists X_H^d, ..., X_H^{k-1}, (t \land \varphi[X_I \backslash w_j^{k-1}, X_I \backslash w_j^k, X_H \backslash X_H^{k-1}, X_O \backslash w_k^{k-1}])$ then  
8: $r \leftarrow r \cup \{ r_i | (\varphi, \psi) \in \rho(r_i) \}$  
9: end if  
10: end for  
11: end for  
12: return $r$

In addition, the association between contracts and requirement identifiers enables tracing violations caught during consistency checking and test case execution back to the conflicting/violated requirements.

When we detect an inconsistency in a requirement interface $A$ defining a set of contracts $C$, we use QuickXPlain, a standard conflict set detection algorithm [19], in order to compute a minimal set of contracts $C' \subset C$ such that $C'$ is inconsistent. Once we compute $C'$, we use the requirement mapping function $\rho$ defined in $A$, to trace back the set $R' \subseteq R$ of conflicting requirements.

A test case generated from an interface $A$ that gives a fail verdict while being executed on the SUT, can be traced back to the set of requirements that were violated. For observable interfaces, the tracing is straightforward, because every trace corresponds to at most one execution, and the violated requirements are obtained from the labels on the path.

In the presence of hidden variables in the interface, a violation can be traced to multiple sets of requirements, depending on the assumed valuations of the hidden variables along the trace. Algorithm 4 computes the set of requirements that might be linked to the implementation fault: it takes as input a trace that leads the SUT to the fail verdict of the test case and the interface $A$ from which the test case was generated from. The algorithm builds a term $t$ comprising of the initial contracts (Line 1) and the step relation unrolled for each step of the trace (Line 3). The function $\text{sub}$ used in Lines 1, 3, 7 replaces the input and output variables within the contracts by their concrete values along the trace. For each step along the trace, the algorithm tests for each contract, whether there exists a valid valuation for the hidden variables (Line 7), that still enables the previously defined term and enables the contract (Line 7). If there is, the contract might have been executed by the SUT and its corresponding requirements are part of the diagnosis set returned by our tool.
4 Implementation and Experimental Results

Implementation and experimental setup. We present a prototype tool that we developed and that implements our test case generation and consistency checking framework, introduced in Section 3. The implementation uses Scala 2.10 and the SMT solver Z3. The tool implements both monolithic and incremental approaches to test case generation and consistency checking. All experiments were run on a MacBook Pro with a 2.53 GHz Intel Code 2 Duo Processor and 4 GB RAM.

Demonstrating example. In order to experiment with our implementation, we model three variants of the buffer behavioral interface. All three variants model buffers of size 150, with different internal structure. Buffer 1 models a simple buffer with a single counter variable $k$. Buffer 2 models a buffer that is composed of two internal buffers of size 75 and Buffer 3 models a buffer that is composed of three internal buffers of size 50. We also remodel a variant of the power consumption interface that created a dependency between the power used and the state of the internal buffers (idle/used).

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Fault 1 (behavior)</th>
<th>Fault 2 (power)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>single</td>
<td>conjuncted</td>
</tr>
<tr>
<td>Buffer 1</td>
<td>0.7</td>
<td>3.6</td>
</tr>
<tr>
<td>Buffer 2</td>
<td>5.3</td>
<td>13.4</td>
</tr>
<tr>
<td>Buffer 3</td>
<td>7.2</td>
<td>13.8</td>
</tr>
</tbody>
</table>

Consistency Checking. In order to evaluate the consistency check, we introduce three faults to the behavioral and power consumption models of the buffer: Fault 1 makes $\text{deq}$ to decrease $k$ when the buffer is empty; Fault 2 mutates an assumption resulting in conflicting requirements for power consumption upon $\text{enq}$; and Fault 3 makes $\text{enq}$ to increase $k$ when the buffer is full. The fault injection results in 9 single-faulty variants of interfaces.

We compare monolithic and incremental consistency checking. We first note that the consistency check is coupled with the algorithm for finding minimal inconsistent sets of contracts. We set the range of the integer values to $[-2 : 152]$ and we bound the search depth to 3. In the monolithic approach, we first conjunct all view models and then check for consistency. In the incremental approach, we first check the consistency of individual views, and then conjunct them one by one, checking consistency of partial conjunctions. Table 1 summarizes the time to find an inconsistency and compute the minimal inconsistent set of requirements in a single view and in the conjunction of the interfaces modeling the buffer. Note that neither approach was able to find an inconsistency resulting from Fault 3, hence we omitted it in the table.

The bounded consistency checking is very sensible to the search depth. Setting the bound to 5 increases the run-time to from seconds to minutes – this is not surprising, since a search of depth $n$ involves simplifying formulas with alternating quantifiers of depth $n$ which is a very hard problem for SMT solvers.
To summarize, the incremental approach can significantly improve the performance of consistency checking, see the case of the inconsistent model Fault 2 in Table 1. However, the approach still poorly scales when the inconsistency is deep in the model.

**Test Case Generation.** We compare the monolithic and incremental approach to test case generation. Table 2 summarizes the results. The three examples diverge in complexity, expressed in the number of contracts and variables, where multi-buffer models require a separate model for each internal buffer. Our results show that the incremental approach outperforms the monolithic one, resulting in speed-ups from 33% to 68%.

**Table 2. Run-time comparison between the incremental test-case generation approach and the monolithic approach in seconds**

<table>
<thead>
<tr>
<th># Contracts</th>
<th># Vars</th>
<th>inc</th>
<th>mon</th>
<th>speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single buffer</td>
<td>6</td>
<td>6</td>
<td>10</td>
<td>16.8</td>
</tr>
<tr>
<td>Two buffers</td>
<td>15</td>
<td>12</td>
<td>36.7</td>
<td>48.8</td>
</tr>
<tr>
<td>Three buffers</td>
<td>20</td>
<td>15</td>
<td>69</td>
<td>115.6</td>
</tr>
</tbody>
</table>

5 Related Work

Compositional modeling for open systems used in our framework was mainly inspired by interface theories [12, 13] and contract-based design [6] in general. In particular, we exploit the properties of the conjunction operation, introduced in [14] as shared refinement, in the context of multiple viewpoint modeling with synchronous interfaces [9]. The properties of the conjunction were further studied in [18], and the operation was also introduced for the A/G contracts theory [5]. In a recent work [24], basic properties of multiple viewpoint modeling are studied in an abstract formal framework. We also mention sociable interfaces, that allow combining communication through events and shared variables [11]. While highly relevant, none of this work considers multiple viewpoint modeling in the context of testing. In addition, none of the synchronous interface theories allows hiding of internal variables in their models.

Synchronous data-flow modeling [7] has been an active area of research in the past. The most important synchronous data-flow programming languages are Lustre [8] and SIGNAL [16]. The Lustre language was used as the basis for the commercial SCADE language, extensively used to model safety critical systems in railway and avionics industry. These languages are implementation languages. Requirement interfaces can be seen as the high-level specification formalism for expressing correctness properties of Lustre/SCADE and SIGNAL programs, and the test cases generated from our specifications can be executed on them. We also mention reactive modules [4] that can be used to model synchronous data-flow systems and that partly inspired the syntax of requirement interfaces.

Testing of Lustre/SCADE programs was studied in [23, 22]. Compositional properties of specifications in the context of testing were studied in [27, 21, 25, 24].

---

None of this work considers synchronous data-flow specification, and the compositional properties are investigated with respect to the parallel composition and hiding operations. This work is orthogonal and complementary to studying compositional properties of the conjunction and multiple viewpoint modeling in general. A different and complementary notion of conjunction is introduced in [17] for the test case generation with SAL. In that work, the authors encode test purposes as trap variables, and conjunct the variables in order to drive the test case generation process towards reaching all the test purposes with a single test case. Model checking (including bounded) techniques to generate test cases have been extensively studied and used, see [15] for a survey. We mention our previous work [2, 20] in which we use bounded model checking in the context of real-time mutation-based test case generation.

6 Conclusions and Future Work

We presented a framework for requirement-driven modeling and testing of complex systems. We believe that the multiple viewpoint approach, supported by requirement interfaces, is a natural way to model complex systems in a compositional manner from the requirements document. Exploiting the structure of the requirements, we showed that checking consistency of requirements and generating test cases can be done in a smarter and incremental manner. In addition, our requirement-driven approach to testing enables natural association between informal requirements, their formal models and the test cases (tracing).

Our requirement-driven framework opens many future directions. The test cases that we generate are non-adaptive – we fix the input vector that could drive the SUT to the test purpose, but we do not guarantee that the test purpose will be actually reached (due to the implementation freedom given by the specification). We will extend this work to support generation of adaptive test cases. In order to achieve this goal, we need to synthesize controllers that are able to adapt the input to the SUT based on its actual observed output. We believe that the controller synthesis for symbolic specifications is an interesting and important problem on its own. We focused in this paper on the multiple viewpoint modeling of a system using the conjunction operation. We will investigate in the future the composition of sub-system specifications, and the relations between the conjunction and the composition operations in the context of model-based testing. In this paper, we assumed that the requirements document is already decomposed into views. We plan to study whether this process can be automated, by analyzing dependencies between input and output variables of individual requirements. In the same spirit, we will investigate whether sensible test purposes can be directly inferred from the requirement interface. We will use our implementation to generate test cases for larger industrial-size systems from our automotive, avionics and railways partners, and will integrate our tracing capabilities with a requirement management tool.
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A Proofs

Theorem 1. Let $A^1$ and $A^2$ be two consistent requirement interfaces defined over the same alphabet. Then either $A^1 \land A^2$ is inconsistent, or $L(A^1 \land A^2) = L(A^1) \cap L(A^2)$.

Proof. Let $A^1$ and $A^2$ be two consistent requirement interfaces defined over the same alphabet. We first show that $A^1 \land A^2$ can be inconsistent. For this, we choose $A^2$ and $A^2$ such that $X^1_x = X^2_x = \{x\}$, $X^1_y = X^2_y = \{y\}$, $X^1_H = X^2_H = \emptyset$, $\hat{C}^1 = \{c^1\}$ and $\hat{C}^2 = \{c^2\}$, where $c^1 \models \text{true} \vdash y' = 0$ and $c^2 \models \text{true} \vdash y' = 1$. It is clear that both $A^1$ and $A^2$ are consistent – for any new value
of \( x \), \( A^1 \) (\( A^2 \)) updates the value of \( y \) to 0 (1). However, \( A^1 \land A^2 \) is inconsistent, since no implementation can satisfy the guarantees of \( c^1 \) and \( c^2 \) simultaneously (\( y' = 0 \land y' = 1 \)).

Assume that \( A^1 \land A^2 \) is consistent. We now prove that \( L(A^1 \land A^2) \subseteq L(A^1) \cap L(A^2) \). The proof is by induction on the size of \( \sigma \).

**Base case:** \( \sigma = \epsilon \). We have that \( A^1 \land A^2 \) after \( \epsilon = A^1 \) after \( \epsilon = A^2 \) after \( \epsilon = \{ \hat{\cdot} \} \).

**Inductive step:** Let \( \sigma \) be an arbitrary trace of size \( n \) such that \( \sigma \in L(A^1 \land A^2) \).

By inductive hypothesis, \( \sigma \in L(A^1) \) and \( \sigma \in L(A^2) \). Consider an arbitrary \( w_{obs} \) such that \( \sigma \cdot w_{obs} \in L(A^1 \land A^2) \).

Let \( V_{1 \land 2} = \{ v \mid v \overset{w_{obs}}{\rightarrow}_{1 \land 2} v' \} \). By the definition of semantics of requirement interfaces, it follows that \( V'_{1 \land 2} = \{ v' \mid v \overset{w_{obs}}{\rightarrow}_{1 \land 2} v' \} \) for some \( v \in V_{1 \land 2} \) is non-empty. Let \( v' \) be an arbitrary state in \( V'_{1 \land 2} \), hence we have that \( v \overset{1 \land 2}{\rightarrow} v' \).

Let \( C_2^\sigma = \{ (\varphi, \psi) \mid (\varphi, \psi) \in C^2 \land (v, \pi(v')|X_1) \models \varphi \} \) for \( i \in \{ 1, 2 \} \) denote the (possibly empty) set of contracts in \( A^i \) for which the pair \((v, v')\) satisfies its assumptions. By the definition of conjunction and semantics of requirement interfaces, we have that \( (v, v') \models \bigwedge_{(\varphi, \psi) \in C_1^\sigma} \psi \land \bigwedge_{(\varphi, \psi) \in C_2^\sigma} \psi \).

It follows that \( (v, v') \models \bigwedge_{(\varphi, \psi) \in C_1^\epsilon} \psi \land \bigwedge_{(\varphi, \psi) \in C_2^\epsilon} \psi \), and \( (v, v') \models \bigwedge_{(\varphi, \psi) \in C_2^\epsilon} \psi \), hence we can conclude that \( v \overset{1}{\rightarrow} v' \) and \( v \overset{2}{\rightarrow} v' \), hence \( \sigma \cdot w_{obs} \in L(A^1) \) and \( \sigma \cdot w_{obs} \in L(A^2) \), which concludes the proof that \( L(A^1 \land A^2) \subseteq L(A^1) \cap L(A^2) \).

We now show that \( L(A^1 \land A^2) \supseteq L(A^1) \cap L(A^2) \). The proof is by induction on the size of \( \sigma \).

**Base case:** \( \sigma = \epsilon \). We have that \( A^1 \land A^2 \) after \( \epsilon = A^1 \) after \( \epsilon = A^2 \) after \( \epsilon = \{ \hat{\cdot} \} \).

**Inductive step:** Let \( \sigma \) be an arbitrary trace of size \( n \) such that \( \sigma \in L(A^1) \) and \( \sigma \in L(A^2) \). By inductive hypothesis, it follows that \( \sigma \in L(A^1 \land A^2) \).

Let \( \sigma = \sigma' \cdot v \). Consider an arbitrary \( w_{obs} \) such that \( \sigma \cdot w_{obs} \in L(A^1) \) and \( \sigma \cdot w_{obs} \in L(A^2) \). It follows that \( v \overset{w_{obs}}{\rightarrow}_{1} v \) and \( v \overset{w_{obs}}{\rightarrow}_{2} v \). Let \( C_2^\sigma = \{ (\varphi, \psi) \mid (\varphi, \psi) \in C^2 \land (v, w_{obs}) \models \varphi \} \) for \( i \in \{ 1, 2 \} \) denote the (possibly empty) set of contracts in \( A^i \) for which the pair \((v, w_{obs})\) satisfies its assumptions. By the definition of conjunction and the semantics of requirement interfaces, we have that there exist \( v' \) and \( v'' \) such that \( (v, v') \models \bigwedge_{(\varphi, \psi) \in C_1^\sigma} \psi \land \bigwedge_{(\varphi, \psi) \in C_2^\sigma} \psi \), and \( (v, v'') \models \bigwedge_{(\varphi, \psi) \in C_2^\sigma} \psi \). By the assumption that \( A^1 \land A^2 \) is consistent, we have that there exists \( v' \) such that \( (v, v') \models \bigwedge_{(\varphi, \psi) \in C_1^\sigma} \psi \land \bigwedge_{(\varphi, \psi) \in C_2^\sigma} \psi \), \( \sigma \cdot w_{obs} \in L(A^1 \land A^2) \), which concludes the proof that \( L(A^1 \land A^2) \supseteq L(A^1) \cap L(A^2) \).

\(\square\)

**Theorem 2.** Let \( A^1 \) and \( A^2 \) be two consistent requirement interfaces defined over the same alphabet such that \( A^1 \) is consistent. Then \( A^1 \land A^2 \preceq A^1 \) and \( A^1 \land A^2 \preceq A^2 \), and for all consistent requirement interfaces \( A \), if \( A \preceq A^1 \) and \( A \preceq A^2 \) then \( A \preceq A^1 \land A^2 \).

**Proof.** Assume that \( A^1 \land A^2 \) is consistent and consider an arbitrary consistent interface \( A \) that shares the same alphabet with \( A^1 \) and \( A^2 \). The proofs that \( A^1 \land A^2 \preceq A^1 \), \( A^1 \land A^2 \preceq A^2 \), and that if \( A \preceq A^1 \) and \( A \preceq A^2 \), then \( A \preceq A^1 \land A^2 \) follow directly from Theorem 1 and the definition of refinement.

\(\square\)
**Theorem 3.** Let $A^1$ be an inconsistent requirement interface. Then for all consistent requirement interfaces $A^2$ with the same alphabet as $A^1$, $A^1 \land A^2$ is also inconsistent.

**Proof.** Follows directly from the definition of conjunction, which constrains the guarantees of individual interfaces.

**Proposition 1.** Let $A$, $T_{\sigma_I}$, and $I$ be an arbitrary requirement interface, a test case generated from $A$ and implementation, respectively. Then, we have that:

1. if $I \preceq A$, then $\text{TestExec}(I,T_{\sigma_I}) = \text{pass}$; and

   Proof. We first proof the loop invariant that if $I \preceq A$, then in $\neq \text{fail}$ and $\sigma \in L(A)$. In Line 6 the next input in is by definition of the test case $T_{\sigma_I}$, the next valid input in $\sigma_I$. The extended trace in Line 7 is a trace of $I$. If $I \preceq A$ this extended trace is is by definition of refinement also a trace of $A$. In this case, by definition of the test case $T_{\sigma_I}$ the next input in of Line 8 will be either the pass verdict or the next input of $\sigma_I$. Hence, the invariant holds. Consequently, when the loop terminates the pass verdict is returned.

2. if $\text{TestExec}(I,T_{\sigma_I}) = \text{fail}$, then $I \not\preceq A$.

   Proof. By negation we obtain the proposition: if $I \preceq A$, then $\text{TestExec}(I,T_{\sigma_I}) \neq \text{fail}$. This follows directly from the loop invariant established above.